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Plan for today

• Announcements 
• Previous project review 
• Project overview 
• Review - Last time 
• Statistical data analysis, interpretations for neural data science and review



Announcements
• ITS had technical issues 

• A2 - due Tuesday 5/9 midnight 

• Reading 2 - Released on canvas and in web site password protected area, lecture quiz due 
next Tues 5/9 R2 quiz

• Quiz now due Tuesday 5/9 midnight

• Group formation - check canvas for empty groups if you want to self add 

• We have assigned everyone who did not say they did not want to be assigned, please connect 
with the team and quickly decide if you want to stay together or move 

• Contact Siddhant to move if needed, contact me if other issues or he doesn’t get back to you 

• Previous project review released when we get the groups together (this week)



Last time



Course links
Website http://casimpkinsjr.radiantdolphinpress.com/pages/

cogs138_sp23

Main face of the course and everything will be 
linked from here. Lectures, Readings, Handouts, 
Files, links

GitHub https://github.com/drsimpkins-teaching files/data, additional materials & final projects

datahub https://datahub.ucsd.edu assignment submission

Piazza
https://piazza.com/ucsd/spring2023/

cogs138_sp23_a00/home
(course code on canvas home page)

questions, discussion, and regrade requests

Canvas https://canvas.ucsd.edu/courses/44897 grades, lecture videos

Anonymous 
Feedback Will be able to submit via google form

If I ever offend you, use an example you are 
uncomfortable with, or to provide general 
feedback. Please remain constructive and polite

http://casimpkinsjr.radiantdolphinpress.com/pages/cogs138_sp23
https://github.com/drsimpkins-teaching
https://datahub.ucsd.edu
https://canvas.ucsd.edu/courses/44897


https://simplystatistics.org/2015/03/17/data-science-done-well-looks-easy-and-that-is-a-big-problem-for-data-scientists/ 

“Data science is the process of formulating a 
quantitative question that can be answered 
with data, collecting and cleaning the data, 
analyzing the data, and communicating the 

answer to the question to a relevant audience.”
To do this, you have to 
look at,  describe, and 
explore the data

https://simplystatistics.org/2015/03/17/data-science-done-well-looks-easy-and-that-is-a-big-problem-for-data-scientists/


1. Descriptive (and Exploratory) Data Analysis are the first step(s) 

2. Inference establishes relationships
a. Classic Statistics
b. Geospatial Analysis
c. Text Analysis

3. Machine Learning is for prediction
a. Supervised
b. Unsupervised

4. Experiments best way to establish the likelihood of causality

a. Remember you cannot establish causality with computational methods only 
correlations along with statistical beliefs 

Summary: Analytical Approaches 



YesNoDid they report the 
summaries without 

interpretation?

YesDid they 
summarize 
the data?

STOP! 
Not a data 
analysis

Descriptive Exploratory

Are they trying to predict 
measurement(s) for individuals?

Did they quantify whether 
the discoveries are likely 
to hold in a new sample?

Are they trying to figure out how 
changing the average of one 

measurement affects another?

Inferential
Predictive

Causal

No No
No

No

Yes
Yes

Yes

Did the computer 
decide the 

features of your 
model?

Supervised 
Machine 
Learning

Unsupervise
d Machine 
Learning

Yes No

Are the 
observations 

spatially related?

Classic Statistics 
(parametric & 

nonparametric)

Geospatial 
Statistics

Yes

No

Are the data a 
corpus of text? Yes

No
Text Analysis



Statistical Data Analysis

• There are various definitions 

• “Statistics” - the science of gathering data and discovering patterns 

• “the science that deals with the collection, classification, analysis, 
and interpretation of numerical facts or data” [dictionary.com]

http://dictionary.com


About the final projects



Finding the project files

• Blank starter document for report, handouts and info to 
start with (draft): https://github.com/drsimpkins-teaching/
cogs138/tree/main/main_project 

• Links to old projects: https://github.com/
NeuralDataScience/Projects

https://github.com/NeuralDataScience/Projects


Where will you turn in, work from?

• Github - we will create a repository for each group with the 
files in previous slides as a starter directory 

• You’ll add your data, notebook file etc there 

• This will be the final turning location



Final Project Overview

1. Identify questions that you can answer by using publicly 
available datasets 

1. Integrate different datasets 

1. Implement technical skills to answer your scientific 
questions 

1. Work effectively with a team



Proposal 
● 1 page document  
● Pitching your question & approach 
Final Project 
● Jupyter notebook 
● Steps of analysis that answers your main question 
● Background and discussion sections

What will you be turning in??



1. Group member names 

1. Experimental question 

1. Background 

1. Approach

Proposal



Final Project

1. Intro: 
a. Overview, Question, Background, Hypothesis 

2. Data Analysis: 
a. Wrangling, Viz, Results 

3. Conclusion: 
a. Discussion, Limitation, Future Steps



Final Project

1. Intro: 
a. Overview, Question, Background, Hypothesis 

2. Data Analysis: 
a. Wrangling, Viz, Results 

3. Conclusion: 
a. Discussion, Limitation, Future Steps



Final Project

https://github.com/NeuralDataScience/Projects/blob/main/Wi2021/FinalNotebookGroup-TextMining.ipynb  

https://github.com/NeuralDataScience/Projects/blob/main/Wi2021/FinalNotebookGroup-TextMining.ipynb
https://github.com/NeuralDataScience/Projects/blob/main/Wi2021/FinalNotebookGroup-TextMining.ipynb


Final Project

https://github.com/NeuralDataScience/Projects/blob/main/Wi2021/FinalNotebookGroup-TextMining.ipynb  

Good commenting and following PEP guidelines (https://www.python.org/dev/peps/pep-0008/)

https://github.com/NeuralDataScience/Projects/blob/main/Wi2021/FinalNotebookGroup-TextMining.ipynb
https://www.python.org/dev/peps/pep-0008/


Final Project

https://github.com/NeuralDataScience/Projects/blob/main/Wi2021/FinalNotebookGroup-TextMining.ipynb  

https://github.com/NeuralDataScience/Projects/blob/main/Wi2021/FinalNotebookGroup-TextMining.ipynb


Groups



Distributions

• http://localhost:8888/notebooks/Documents/teaching/cogs138/old/
Tutorials-master/Distributions.ipynb 

• http://localhost:8888/notebooks/Documents/teaching/cogs138/old/
Tutorials-master/Central%20Limit%20Theorem.ipynb 

• http://localhost:8888/notebooks/Documents/teaching/cogs138/old/
Tutorials-master/Correlation%20resampling.ipynb

localhost:8888/notebooks/Documents/teaching/cogs138/old/Tutorials-master/Distributions.ipynb
http://localhost:8888/notebooks/Documents/teaching/cogs138/old/Tutorials-master/Central%20Limit%20Theorem.ipynb
http://localhost:8888/notebooks/Documents/teaching/cogs138/old/Tutorials-master/Correlation%20resampling.ipynb


On to today…



Correlations analysis, 
covariance and Time series 

analysis



PIP package manager
• pip (package manager) – Wikipedia 
• Written in python 
• Used to install, remove, manage software packages 
• Connects to online package repository of public software 

(Python Package Index) 
• Most python packages come with PIP installed 
• Home page:pip documentation v23.1.2 (pypa.io)

https://en.wikipedia.org/wiki/Pip_(package_manager)
https://pip.pypa.io/en/stable/
https://pip.pypa.io/en/stable/


Usage 99%
• pip install some_package_name 
• pip uninstall some_package_name



Central tendency - Mean
•Balance point 
•“Expected value” (population mean) 
•Computed by  
•Sum scores,  
•Divide by number of scores



Central Limit Theorem and Law of Large 
Numbers
• If X is taken independently from the same 

distribution, then X_i is said to be a 
random sample from that distribution 

• X_i are said to be independent identically 
distributed (i.i.d.) 

• Law of large numbers (LLN)- sample mean 
approaches population mean as n 
approaches infinity 

• Central limit theorem (CLT) - the 
distribution of the sample mean 
approaches a normal distribution for n 
approaching infinity



Mean in neural data science
• Calculation in python 

• import statistics
• statistics.mean([data])

• Application 
• DC or AC eeg?  

• How do you remove a DC bias? 
• Mean number of responses 
• Mean movement  
• Mean amplitude of oscillation in stroke, parkinson’s, etc patience 
• Where else do we see the mean in the brain or neural data science?



Mean, variance, standard deviation review
• Sample mean 

• Population mean (“expected value”)



Central tendency - Mode
•Most common number of a distribution  
•Tells you which value has the highest frequency  
•What if there are ties?

• More than one mode!
• Which of the following is the mode? 



Mode in neural data science
• Calculation 

• import statistics
• statistics.mode(data)

• Application 
• Some examples in NDS 
• https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4059688/



Central tendency - Median

•The middle number of a distribution when the numbers 
have been ordered (sorted)  

•Each score is counted separately, so if you have repeating 
scores such as 50 and 50, each one becomes part of the 
count  

•Order the scores from low to high or high to low  
•Count from both ends to the middle position  



Central tendency - Median
• If odd number of scores, there will be one median 

• If an even number of scores, count to the two closest to the 
middle (ie count from low towards high, high towards low) and 
take their average (add them up and divide by two)



Median in neural data science
• Calculation 

• import statistics
• statistics.median(data)

• Application 
• Median and MAD: The median and median absolute deviation 

(MAD) 

https://www.cs.ccu.edu.tw/~wylin/BA/Fusion_of_Biometrics_II.ppt

https://www.cs.ccu.edu.tw/~wylin/BA/Fusion_of_Biometrics_II.ppt


Mean, variance, standard deviation review
Standard deviation







Why we need a measure of variability

Same means, different variability of the signal



















Correlation coefficient motivation
• We want to define a measure of how related our dependent 

and independent variables are 
• Variance, STD – variation of a single variable 
• Covariance – how two things vary in relation to each other  
• How do we compute the linear dependence of one variable to another? 

• Correlation coefficient!



Intuitive arrival at the Correlation Coefficient

• Many kinds (we are going to discuss Pearson’s product moment 
coefficient by Galton) 

• A test for linear independence 
• We want to measure how two things co-vary 

• We observe one thing varying (e.g. sunset) 
• We observe another thing varying (e.g. air temp. decrease)














