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Plan for today

! Announcements
! Upcoming deadlines
! Data Checkpoint discussion
! text analysis demo tutorial
! data vizualization part 2 - a brief discussion
! Machine learning
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! Problem: Detecting whether credit card charges are 
fraudulent.

! Data science question: Can we use the time of the 
charge, the location of the charge, and the price of the 
charge to predict whether that charge is fraudulent or 
not?

! Type of analysis: Predictive analysis



data model

train predict

predictive analysis 
uses data you have now 
to make predictions in 

the future

machine learning 
approaches are used for 

predictive analysis!



What is machine learning?

“Machine learning is the science of getting computers to act 
without being explicitly programmed” 

- Andrew Ng, Stanford, ex-Google, chief scientist at Baidu, Coursera founder, Stanford Adjunct Faculty

adapted from Brad Voytek



So what does that mean?

! ‘learning’ parameters from data in order to map state into action
! Learning essentially boils down to some sort of calculation
! Why implicit vs. explicit programming?

! Camera example and parameters
! Robotics
! Expert systems
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Prediction Questions A How common is watching Sesame 
Street in the US?

B What is the effect of watching 
Sesame Street on children’s brains?

C What is the relationship between early 
childhood educational programming and success 
in elementary school?

D Can we use information about one’s early 
childhood to predict their success in elementary 
school?

Which of these 
questions is most 

appropriate for 
machine learning?

E How does Sesame Street cause an increase in 
educational attainment?



Machine Learning Generalizations



Basic Steps to Prediction

data 
partitioning

feature selection

model selection model assessment



data partitioning



data 
partitioning

training data

test data

validation data

the data used to 
build your 

predictive model

new and independent 
data set used to assess if 

prediction model is 
generalizable

Data from original dataset that was 
held out and not used in training the 

model ; helpful in fine-tuning 
prediction accuracy



Data Partitioning

What portion of the data are typically used for generating 
the model?

A
The entire 

dataset

B
The training 

data

C
The testing 

data

D
The validation 

data



feature 
selection



elephant height data 
are likely not predictive 

of US elections



previous elections

voting district 

demographics

voter in
formation

these data are likely 
predictive of US 

election outcomes



feature selection determines which 
variables are most predictive and 

includes them in the model

previous elections

voting district 

demographics

voter in
formation



variables that can be used for accurate 
prediction exploit the relationship 

between the variables but do NOT mean 
that one causes the other



Two modes of machine learning

adapted from Brad Voytek

You tell the computer what 
features to use to classify the 
observations

The computer determines how to classify based 
on properties within the data



Supervised vs. Unsupervised

! Supervised - ‘teacher’ provides desired answers associated with data
! Overwhelmingly the most commonly used - faster and easier

! Unsupervised - algorithm must determine the patterns/groups and just 
has data
! Better for EDA when you have no idea
! Not guaranteed to group into anything meaningful
! Algorithm doesn’t know what the groups mean



continuous 
variables

categorical 
variables

Image source: https://towardsdatascience.com/supervised-vs-unsupervised-learning-14f68e32ea8d 

Approaches to machine learning

Clustering (categorical) 
& dimensionality reduction (continuous)

can automatically identify 
structure in data

https://towardsdatascience.com/supervised-vs-unsupervised-learning-14f68e32ea8d


model selection



simple 
models

big 
datasets
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Regression:
predicting continuous 

variables
(i.e. Age)

Classification:
predicting categorical 

variables
(i.e. education level)

continuous variable prediction

categorical variable prediction
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We’ll use the 
linear relationship 
between variables 
to generate a 
predictive model
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ncontinuous variable 

prediction
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For prediction, the 
individual values in the 
training data are not 
important. We only 
need the model.
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Regression:
predicting 

continuous variables
(i.e. Age)

Classification:
predicting categorical 

variables
(i.e. give a loan?)
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Two modes of machine learning

adapted from Brad Voytek

The computer determines how to classify based 
on properties within the data
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Prediction Approach

You want to predict someone’s emotion based on an 
image.

How would you approach this with machine learning?

A
Supervised, 
Regression

B
Supervised, 

Classification

C
Unsupervised, 
dimensionality 

reduction

D
Unsupervised, 

clustering

E
Unsupervised, 

Neural Network
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adapted from Brad Voytek



This will likely not be the last time you see this (mostly unhelpful) 
neural net image
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Manually labeling used to be the way...
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CNNs avoid manual labeling

“CNNs are all the rage right now. They are used to 
search for objects on photos and in videos, face 
recognition, style transfer, generating and 
enhancing images, creating effects like slow-mo 
and improving image quality. Nowadays CNNs are 
used in all the cases that involve pictures and 
videos.”

Image source: https://vas3k.com/blog/machine_learning/
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https://github.com/oarriaga/face_classification 

https://github.com/oarriaga/face_classification


model assessment



A few outliers can lead to 
a big increase in RMSE, 
even if all the other 
predictions are pretty 
good

continuous variable prediction

Root Mean Squared Error 
(RMSE)



categorical variable 
prediction

categorical variable prediction

continuous variable prediction



Actual

Positive Negative

Predicted

Positiv
e

True Positive 
(TP)

False Positive 
(FP)

Negati
ve

False Negative 
(FN)

True Negative 
(TN)

A 2x2 table is a type of 
confusion matrix

categorical variable prediction



categorical variable prediction

Accuracy What % were predicted correctly?

Sensitivity Of those that were positives, what % were predicted to be 
positive?

Specificity Of those that were negatives, what % were predicted to be 
negative? 



Prediction Approach

You’ve been given a dataset with a number of features 
and have been asked to predict each individual’s age. 

What prediction approach would you use?

A
regression

(supervised)

B
classification 
(supervised)

C
clustering

(unsupervised)

D
dimensionality 

reduction
(unsupervised)



Prediction Approach

After predicting each person’s age, how 
would you assess your model?

A
RMSE

B
Accuracy

C
Sensitivity

D
Specificity

E
AUC



Prediction Approach

Which would be the error value you’d want from your model?

A
0.2

B
1.3

C
2.5

D
10.0

E
20.0


